Section 6.3  Orthogonal Sets

Review

§ = 37u isthe orthogonal projection of onto

0

Suppose {usi,...,Up} is an orthogonal basis for Win R". For each
y inW,

y-u y-u
y = (U1°U11 )ul+ et V‘fp)up



EXAMPLE: Suppose {ui,uz,us} is an orthogonal basis for R3
and let W =Span{ui,u;}. Write y in R® as the sum of a vector §
in Wand a vector z in W-,

u1



Solution: Write

.ul

_ y y-us
y _ (U1°U1

y-u
)ul + ( Uz-uzz )u2 + ( us-us )u3

where

y-u y-u
V: ( U]_-Ull )ul + ( U2~U22 )uz
y-us

Z = m)us.

To show that z is orthogonal to every vector in W, show that z is
orthogonal to the vectors in {u,uz}.

Since



THEOREM 8
THE ORTHOGONAL DECOMPOSITION THEOREM

Let W be a subspace of R". Then eachy in R" can be uniquely
represented in the form

y =9 +2

where ¥y isin Wand z is in W-. In fact, if {us,...,up} is any
orthogonal basis of W, then

y = (uyl U+ - (UpUp >up
andz =y -¥.

The vector ¢ is called the orthogonal projection of y onto W.




EXAMPLE: Letu; = O |,Uz2= 1 |,andy = 3

Observe that {u1,uz} is an orthogonal basis for W =Span{u,uz}.
Write y as the sum of a vector in W and a vector orthogonal to W.

Solution:

. y-u y-u
prOJWy = y = U1°U11 )ul + ( U2°U22 )u2

3 3
=( )] o [+( )| 1 |=| 3
1 1

o | [ 3] [ 3|
zZ=Yy-Y = 3 - 3 = 0
10 1 9




Geometric Interpretation of Orthogonal Projections




THEOREM 9  The Best Approximation Theorem

Let W be a subspace of R", y any vector in R", and ¢ the
orthogonal projection of y onto W. Then ¢ is the point in W closest
to y, in the sense that

ly g1l < lly = vl

for all v in Wdistinct from y.



Outline of Proof: Let v in Wdistinct from §. Then

v -y is also in W (why?)
z =y -y isorthogonaltoW = vy -y is orthogonaltov -y

y-v=@y-N+@-v) = ly-vI*=ly-gI*+Ig-v|>
ly =vi? > lly -g1I°

Hence, |y Y| < [ly - V|.m



EXAMPLE: Find the closest pointto y in Span{u1, u,} where

, -
| 4
N
-2 |
Solution: §=(
- )

y-u
ui

-Ull )ul + (

© O - B

o O

+(

cand uo=

y-us
Uo-uo

Ju2

— = O O

— = O O




Part of Theorem 10 below is based upon another way to view
matrix multiplication where Aismxpand Bispxn

row.B

row-B
ABz[ coliA col;A -+ colpA ] .2

row,B

= (col1A)(row1B) + --- + (colp,A)(row,B)

For example
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R
N

SoifU=[ Up Uz - Up ] Then UT = . So

Up
UUT = uguj +Uguj+ - +Upup
(UUT)y = (U1u] +Uauj + - + UpUp)y
=(U1U])y + (U2u3)y + -+ + (Upu})y
= ua(ufy) +uz(uiy) + - +Up(upy)

= (Y =UUs+(y - Uz2)Uz+ -+ (Y = Up)Up

= (UUT)y = (Y su)us+ (Y = Uz)uz+ -+ (Y = Up)Up
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THEOREM 10

If {uq,...,up} Is an orthonormal basis for a subspace W of R",

then
projwy = (Y ugpus+ -+ (y - up)up
IfU=[ Uiz Uz - Up ],then
projwy =UUTy  forally in R".

Outline of Proof:
projwy = (J/;Jull ug + - < Up- Up >up

= (Y supur+--+(y-u,)up = UUTy.
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